
Algorithms & the mathematics of fairness

1
. Background d Motivation

compas (worthpointe /Equivant )

-predict recividism ( probabilirg of reoffending)
t
cornectional offender management profiling for alternative sanctions

.

gives an offender three scones t - to

Ls general recidivism risk

↳ viodent recidivism risk

4 failure to appear
s designed for prewial screening 1 probation

2016 Pro oblicaarticle:MachineBiasPropublica-nonprofitinvestigative jourmalism
There's a software used across the counmy to predict foture criminals . And it

'

s bias

against blacks.

studiedcompas results &subsequent necidivism rates of 10000 pretrial criminal defendants
from BrowardCountry ,Florida.

Results : n Black offenders more likely to be labeked high risk.

2009suudy
⑤

accuracy for both races about the same 0 . 68 .

Tn'falsepositiverate forBlackdefendants nigher B 0 . 45 W 0.23

falsenegariveratefor whire defendants lower B 0 . 28 ω 0 . 48

IP

influences prison sentencing .

Paul Eilly 2years→ 18 months

see some cases on Propublica arricle
.

2O1F Flores
, Lowenkamp .

Bechlel - Rejoinder
d ↓

professor
admin of fice

non . profit in
at california united stares jushice sector
State oni courts

5 contentions
. Including :

AUC - ROC

f scores

Claim : diffenences in mean scone between races is not bias
.

ー

In particular(simplifying ) ppr similar across races

2
. Impossibility of Fairness

Suppose gps Al , AwithPlxER le ε Ai ) = pi i｢ =

1 , 2

Want to predict if xcR.
Label H or L

.

Suppose
P (xt R I atH ) = 9 . PPV posinive predictive valve
PLx ¢ R 1 xGL ) = q NPV negative predicthive valve

Want : same across groups .



Calculate

(TPR = ) P 1 x EH 1 xER , xtAi ) = 9 官(a .)
FNR ← L . TPR

t
lack of statishical porins

Note if ga t 1 8 pis Pr then TPRLS IPR , ⇒ FNR
.
S FNR2

not perfect SimilarlyforFpr ,
& discrepency is cts in

predichor 9. ,92 ,Pr - pr

In the Us , necividism rates for Black offendersishighertharthat ofwhire people .
probublice S 1O '

18 sudy U .s
. deportment of jusrice

39 % 9 years B87% Uplale onprisonerreadivism

WtHispanic 81 %
A 9 -

year follow op period

Q : Are
you happy with this?

- Does fairness mean statistical parity
?

What isthe lackof statisicalparity telling you
?

No:I ) addnesslincome/highestlevelsof educationare allproxiesfor race
and predicars of certain crimes .

tr reoffending rales 4 rearrest rates

Terminology demystifying algorithmic fairness

. Separation people of same neallifeourcomes shouidget theated similarlyby argorithm .

negardless of what groop they are in
FPRI FWR equal across

gps ( 1 - EPR called positive recall )
FNR negative

training algorithm optimally on ourcome of interest will libelycauseit ronot

sarnsfyseparation

rSufficiencyrisksconesonoundindicate same
real lofeourcome , regardless of group

Precision(,FN ) same across groups

usually fine
.

｡ independence A given sone shouldbe equally likely across groups

P ( H 1 Ai ) = PlHLAj ) fig

.l offailure ) advertising depending on postl Elp codes in a way that

targetsl exclodes certain races . Redlining
2021 swly chaing et alt

college scholaship adds in Ny



We have shown

I
More andlysis on disporate impacis

上 .
( impossibiliry of fairness , Chourdecnova 76 ) lf disribuion of outcomes unequal
and you do not have a perfect predictor , then it is not possible to satisfy
both sufficiency & separation .

Moreover
, approximabe fairness con only simultoneousyholdunder c- approximate equal

base rates or
E

- approximate perfectperformance .

Algorithmic decision making &

the cost of fairness , corbett
-Dabiseral

Queston : what do you care about ? ¢
201ほ

algorithmis accuracy or individuals being falsely labelled ?

3
.
what now ?

We live in a sociery . Cant just go 'onnoitsimpossible &nidein ahole

. Fix the problem eginstintionalised racism

s Do
you need the algorithm ?

↳ifwe knowthere will be problems, shound we implement ?

ー

s mo algorithm not srictly better than es algorithm
↳ things can be inractable todowio algorithms eg . google

. Throw somethin out
g

↳ what is important depends on context
ー

e Compromise Pushing the limits of fairness impossibililz : wno's the fairest of them all
Hsu et al '

22
.

↳horn it into ar oprimisationproblem

. Accept that different merics measure different things that conribule to fairness
ー

Insread of
'

is this algorithm fair ?asklinwhat way isthisalgorithm fair ?
"

Different memics can be used to in form decision making & catch whon sanething
is
going wrong .

Ly compas tels you what is going wrong
ls couldbe usedho torget inrerventions

⑰ This is not a maths problem .

We I humaninys ave for from a consensus onwhatthemostbasic delininions of
fairness , equalily & discrimination are .Fairness in machire learning :

Lessons from polirical philosophy



We swdied binary classifier & two groups
- important case

But manyotherypesofalgorithmsexistThere hasbeenlotsofworkondeveloping←

memics for fairness & sudying now they behave l implemenring in practice

Es.9 . "Theourcomeshouodn
'tdependonwhether you orein aproveded gp

"

ordinay least squares regression
T

race ,gender ,
Do OLs regression to the dator { wl characrerisvic disabiliny .

w 1o are compore

independen

2
.

"

Treat similar individualssimizarly
"

slipsonitacondision
classifier x → Mix )

.

Require d 1 Mlxs
, Mly , s dluy ) tr

'yev
Dwork et al

'

ly Fairness through Awareness chow ro add this conswaint )

separa
⑰ what is similar?

s. "pndinesholdmavasgcot ,dishomrg 'fveco
.
/

悲" m

standard rest for classifiers
with sliding scale

compore for differentgpssufficny

Survey : Eliobaik YF

4
. Closing Remarks &Open Quesrions

｡There is no such thing as a perfectly fair algorithm
. Context is aimportant .Cannotdiscuss Compas & its issues fouy without ondrstonding
the us criminaljusticesystem ,insnrionalisedracism , &is effects on marginalised
communities

o

garnered atfertion during Black lives Marrer

. Different memics measore diffenent things
what is fair depends onwhat you care aboot

Beaware
of

feedbackloops

Open Questions
ー

- How do we ensure that algoritums arefair development deployment
feedback

- What responsibility do developers have in understanding &conveying the limirarions of the
tools they creabe ?

- What does fairness mean to you?


